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Abstract

Although a critical activity of decision-makers as industrialists, ordinary
citizens, politicians, and regulators is to ensure a proper balance is realized
in protection between the harms that inevitably stem from technological
systems and the social welfare, review indicates no formal development of a
framework within which such decisions are made has been attempted in the
academic literature.1 Such a framework should rationally define the process
of decision-making in design of technological systems that selects, among
any others, the most-preferred design alternative in consideration of relevant
regulatory requirements, that would optimize the social welfare. Since the
basic tenets required to develop such a framework are already at hand it
seems reasonable to develop it for use by stakeholders as they engage in
decision-making.

Relevant stakeholders would be profit claimants (owners and investors),
beneficiaries (consumers of products and services), and involuntary stakehold-
ers (“near–neighbors” who might be harmed by catastrophic events as well as
beneficiaries). Near-neighbors are those citizens who can be harmed but do
not share in the profits generated by the technological system that may be
the cause of the harm. While the framework within which decision-makers
arrive at an optimal allocation of risk-taking, regulation, and liability lawsuit
is shown to be mathematically simple, the decision-making process itself is
effectively mathematically intractable.

1Much of the framework development in here is also presented “Protective Systems:
Margins of Safety, Regulatory Authority, and the Calculus of Negligence” at the PSA 2017
conference but does not appear to have been indexed.
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Introduction

Technological systems with various levels of complexity have proven necessary
for humans to survive the many hazards Nature devises against them. Winter
cold requires shelter and energy, animals and insects attack crops, drought
and unseasonal rain destroy crops, getting goods across mountains, valleys
and rivers requires transportation infrastructures. Unfortunately such tech-
nological systems inevitably bring new hazards intended to be less frequent
and less deadly than those they are meant to overcome; depending on the
efficacy of protections against any hazards they pose, citizens may be exposed
to harm. Control of the new hazards introduced as well as the economic
viability of such systems is effected in a complex infrastructure such that,
when operating properly, benefits the social welfare; citizens enjoy access to
goods and services at a net benefit. Of course activities surrounding access to
goods and services also benefit owners and investors engaged in profit-making.

In the following we develop a rational framework, the one that maximizes
social welfare against design of protection in reasonably complex technological
systems. We assume compliance with regulations in the engineering design,
operation, and maintenance of the “protective systems” installed; protective
systems are assumed to include the following elements in our development,
• all sensoring technology used to detect anomalous operations,
• all equipment and personnel responsible for responding to detection of

operational anomalies,
• all emergency response equipment and personnel (both public and

private) responsible for responding to emergencies,
• all management infrastructure (both public and private) governing

elements of protective system design, deployment, operation, and regu-
lation.

We assume a technological system will be operated until it either reaches
the end of its design life or prior to that, operation ends in catastrophic
failure. Here, catastrophic failure refers to a sequence of events triggered by
some upset, either endogenous or exogenous, that end in significant harm to
humans, other animals or plant life.

With regard to the social welfare, Shavell recommends social welfare in
his article “Liability for Harm versus Regulation of Safety” be measured ...

“ ... to equal the benefits parties derive from engaging in their
activities, less the sum of precautions, the harms done, and the ad-
ministrative expenses associated with the means of social control.”
(Shavell, 1984)
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We adopt his recommendation. In the same article, Shavell makes an important
point regarding the courts and regulation where he asserts the amount of
parties assets must be considered against the hazard potential. That is if
the injuring party’s assets can not match the level of harm posed by the
hazard they cause, regulation would be preferable to the courts that would
likely assign liability post ante following the guidance of Judge Learned
Hand’s decision.2 We think of protective systems as those that provide prior
protection from harm. Liability exposure stems from ex ante harm potential;
it may appear reasonable that a maximum limit on the cost of prior protection
could be based on Hand’s recommendation for burden of care, B,

B > P L,

whereby if the burden of care is greater than the product of the probability, P ,
for loss, and value of loss, L, the injurer bears no further liability. Although
it appears to define a limit for protective system cost, we leave this line of
reasoning to future work; we share concerns like those Hansson calls the
“Tuxedo Fallacy” in his article,“From the Casino to the Jungle”.

Framework for decision-making

Design and operation of protective systems intended to mitigate harms
from hazards posed in technological systems is an essential engineering
responsibility that must be accomplished at a reasonable cost and within the
regulatory guidelines set by the government. Protective systems evolve over
time as experience is gained with control of harms from known hazards as well
as experience with emerging hazards; the evolution itself is controlled by a
complex political process that attempts to balance the magnitude of societal
cost of harms and cost of protections against them. It can be said that design
and operational decisions regarding protective systems must be balanced
between profit margins and the social welfare. In a democracy, citizens have
the responsibility of electing representatives who will ultimately create laws
that produce regulations designed to protect them from harm; the regulations
cause protective systems subject to inspection and enforcement to be created,
operated, and maintained.

We make analytical arguments that establish the economic relationship
between protective system margins of safety, regulatory authority, and the
calculus of negligence. As stated previously, we leave the issue of negligence

2159 F.2d 169 (2d Cir. 1947), The case of ‘United States v. Carroll Towing Co.’
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to future work but include the notion here as it applies to decision makers’
gain and loss preferences in the composite function that appears as the utility
on cost. The risk–economics of margins of safety are examined by identifying
the referenced efficacy with respect to which margins of safety are measured.
Engineering design and operations decisions intended to improve efficacy
of protection can, thus, be gauged as the degree to which they advance a
risk–based margin of safety.

Framework development

In the arguments to follow, multiple probability spaces need to be identified.
In the interest of a manageable notation, the de Finetti notation is adopted.
Here, for a random variable X defined on the probability space (Ω,F, P ), the
traditional expectation integral E[X] is replaced by P (X).

Let all candidate technologies, available for possible selection by the
enterprise, be indexed with indices belonging to the set A where α∗ ∈ A is
the preferred technology. Thus, there is a collection of probability spaces
{(Ωα,Fα, Pα);α ∈ A}. For each alternative α ∈ A, define on {(Ωα,Fα, Pα)
the random variables:

Vα : Ωα → R, the net present value of technology alternative α,
Cα : Ωα → R+, the lifecycle cost of alternative α,
χα : Ωα → {0, 1}, where χα = 1 in the event that the lifetime of alternative

α terminates in catastrophe.
Inasmuch as the enterprise has rationally selected technology alternative

α∗ ∈ A, it follows from the expected utility theorem that

α∗ = arg max
α∈A

Pα(u ◦ Vα). (1)

Note that, since any selected technology must follow the same demand
trajectory, Vα = −Cα, ∀α ∈ A. Hence, it follows that (1) can be rewritten as

α∗ = arg min
α∈A

Pα(u ◦ Cα)

where, Pα(u◦Cα) is the expected lifecycle social cost of technology alternative
α ∈ A.

It is important to recall that technology α∗ is selected because regulation
has imposed a value on public safety (implicitly represented by the social
welfare mapping u), which reflects the high social cost associated with catas-
trophic failures that terminate a technology’s lifecycle. Thus, it is useful to
explore lifecycle social costs on catastrophic events. In this way, the margin
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of safety that certain non–optimal alternatives might enjoy over α∗ can be
investigated. To this end, note that the expected lifecycle social cost can be
written as,

Pα(u ◦ Cα) = Pα(Pα(u ◦ Cα|χα)),∀α ∈ A,

or

Pα(u ◦ Cα) = Pα(u ◦ Cα|χα = 0)Pα(χα = 0)+

Pα(u ◦ Cα|χα = 1)Pα(χα = 1).
(2)

As a matter of convenience, the following is defined: cgα , Pα(u ◦Cα|χα = 0),
the expected social cost of alternative α in the event that the lifecycle
terminates without catastrophe, or the expected social cost of catastrophe–free
lifecycle

cfα , Pα(u ◦ Cα|χα = 1), the expected social cost of alternative α in the
event that the lifecycle terminates with catastrophe,
and, pα , Pα(χα = 1), α ∈ A. Hence, (2) is rewritten as

Pα(u ◦ Cα) = cgα + (cfα − cgα)pα, ∀α ∈ A. (3)

cpα , (cfα−cgα) will be referred to as as the catastrophe–premium of technology
α. Thus, (3) states that:
For any technology alternative, its expected social cost is given
by its expected social cost with catastrophe–free operation, plus its
catastrophe–premium weighted by the probability of catastrophe.

It now follows from (1) and (3) that for all α 6= α∗

cgα∗ + (cfα∗ − cgα∗)pα∗ ≤ cgα + (cfα − cgα)pα

or,
cgα∗ + cpα∗pα∗ ≤ cgα + cpαpα. (4)

Rearranging (4) into point–slope form gives

pα∗ ≤ cpα
cpα∗

pα −
(cgα∗ − cgα)

cpα∗
.

cp(α∗,α) , (cgα∗ − cgα), the expected difference in social cost between technology
alternatives α∗ and α, is referred in here as the reliability premium of choosing
α∗ over α ∈ A. Note that it may happen that the reliability premium takes
a negative value. Thus, it now follows that for all technology alternatives
α ∈ A,

pα∗ ≤ cpα
cpα∗

pα −
cp(α∗,α)

cpα∗
. (5)
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(a) Twenty–six hypothetical socially
suboptimal alternatives plotted with
the socially optimal alternative se-
lected from a total of twenty–seven
alternatives hypothesized.

(b) The nature of alternative selec-
tions in relation to cost (Cα) and
catastrophic failure probability (pα)
over the plant lifetime with relation
to possible liability in light of failures.

Figure 1. Two views of preferences on a cost–failure probability phase plane.

To illustrate different aspects of (5) and complexity between social and regu-
latory optimums, Figure 1a is created based on an ad hoc correlation between
the probability of catastrophic failure and social costs for 27 hypothetical
alternatives. In the assumed correlation, the tendency is to relate smaller
social costs with smaller probabilities of catastrophic failures which would
be desirable to industry and the regulator. The figure shows that a case
which is socially optimum would not necessarily be the regulatory optimum
(“super–optimal”), since there are two alternative technologies plotted to the
“northwest” of it. In this figure, super–optimal technologies would relate to
alternatives selected under regulation (their corresponding probabilities are
less than the socially optimal one). Once the socially optimal alternative is
known, none of the alternatives would lie to the south of it.

Engineers typically couch technology choices in terms of system reliability
and cost. (5) shows that α∗ is the most preferred technology only when its life
cycle unreliability pα∗ is at least as small as the life cycle unreliability pα, for
all α ∈ A, scaled by the quotient of catastrophe premiums less the quotient of
the reliability premium to the unpreferred alternative’s catastrophe premium.
Figure 1b illustrates the behaviors described by (5). Thus, the conditions
set forth by the expected utility theorem can be understood in terms that
are both analytically and intuitively specific to protective system design and
operation. Of course, in practice, the particular values of elements that form
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(5) are difficult to obtain since information (including event probabilities and
the social welfare function) is typically vague or incomplete. Nonetheless, the
design decision of selecting the most preferred technology alternative cannot
be avoided.

Discussion

The examination of protective systems offered establishes a decision–analytical
framework capturing the relationship between margins of safety and regulatory
authority. It is argued that because potential liability (as identified through
the calculus of negligence and following from the well–known Coase Theorem)
does not substantially influence profit maximizing decisions associated with
the design and operation of safety–critical protective systems, regulatory
authority necessarily arises so as to ensure mitigation of moral hazard for a
certain element of the public (those having large potential for losses in the
event of a catastrophe).

Regulatory authority induces a unique (up to affine transformation as
corollary to the Expected Utility Theorem) social welfare function that en-
forces a unique socially optimal price–point for regulated protection that does
not enhance revenues. Margins of safety are, thus, defined to be associated
with protective system alternatives that exhibit a lower probability of catas-
trophe than a unique socially–optimal level of protection. The framework
identifies reliability premiums and catastrophe premiums associated with
safety margins in a manner that allows protective system design and operation
decisions to be considered in the context of expected lifecycle costs.
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